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Part III.B.1 – Transmittal Letter
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Comprehensive Solutions

234 South Way Road

Waupaca, WI 54981 
(715) 258.1234 (voice) / (715) 258.5453 (fax)

Date: 4/1/2006


TO:

Jim Bernhagen, CPA – Finance Director




Waupaca County Courthouse

811 Harding Street

Waupaca, WI 54981


FROM:
Josh Nankivel




Owner



Comprehensive Solutions


SUBJECT:
Letter of Transmittal – IT Disaster Recovery Plan Development Proposal
Mr. Bernhagen,


Please accept the accompanying proposal in response to the release of the Request for Proposal for the Waupaca County Information Technology Disaster Recovery Plan Development.  In accordance with Part III (Proposal Requirements) of that document, the following information has been included in this proposal:

1. Letter of Transmittal (This document)

2. Contractor’s Experience with IT Disaster Recovery Plan Development
3. Expertise of Contractor’s Personnel
4. Contractor’s References
5. Contractor’s Insurance
6. Contractor’s Litigation Status
7. Contractor’s Proposed IT Disaster Recovery Plan(s) for this Project
8. Contractor’s Proposed Plan Development Schedule
9. Contractor’s Cost Proposal

I hereby acknowledge and accept the terms and conditions of your Request for Proposal released on March 17, 2006.  I also certify that Comprehensive Solutions meets the Basic Proposal Requirements outlined in Part III – A of the RFP, including authorization to do business in the State of Wisconsin and Waupaca County.
Sincerely,

Josh Nankivel

Owner, Comprehensive Solutions
Part III.B.2 - Contractor’s Experience with IT Disaster Recovery Plan Development

Comprehensive Solutions has been implementing, testing and modifying business continuity plans and disaster recovery plans for over 5 years.  We have implemented 18 successful IT Disaster Recovery Plans to date of various scopes and sizes.  Previous project scopes range from consultation services only to our company providing 100% of the implementation efforts.
Comprehensive Solutions has completed projects dealing with the following core areas:

· Infrastructure

· Networks

· Servers

· Mainframe

· Telephony

All core project team employees hold the CBCP (Certified Business Continuity Professional) certification from DRI International.  Comprehensive Solutions has a broad base of experience in working with various IT products, including various server and workstation OS, DBMS, and software including the following:

· Unix

· Solaris

· AS400

· Novell

· Windows 2000/NT/XP

· AIX

· OS400

· Microsoft SQL

· Oracle

· Novel GroupWise, Microsoft Exchange

· IBM Client Access

· Cisco Routers, Switches, and Firewalls

· DS1 and DS3 Optical Terminators and related equipment

 Part III.B.3 - Expertise of Contractor’s Personnel
Comprehensive Solutions has been in business for 5 years and employs no subcontractors for any project work.  We are located at 234 South Way Road in Waupaca, WI.  The sole owner of Comprehensive Solutions has been Josh Nankivel since we opened our doors in 2001.  Our operational team consists of 24 individuals, with an additional 3 support staff in our employ.  Operationally, there are 3 Project Managers, 9 Project Team Leads with various specialized knowledge, and 12 Disaster Recovery Analysts.  All Project Managers and Project Team Leads hold the CBCP (Certified Business Continuity Professional) certification from DRI International.  In addition all team members hold various industry certifications in various IT specialties.  Key personnel resumes are on the following page.
Part III.B.3.d - Key personnel resumes

Josh Nankivel

Title: Owner, Project Manager

Duties and Responsibilities:  

· Responsible for planning, directing, and coordinating activities pertaining to Compliance and Disaster Recovery projects
· Develop detailed project plans that define key activities, timelines, and resource requirements needed to achieve project objectives
· Closely manage all phases of a project through the full systems life cycle. Responsible for gaining all required sign-offs on major project deliverables throughout the project lifecycle.
· Accountable for timely completion of projects and deliverables within established timelines
· Monitor project issues and risks
· Communicate plans, status and issues or risks to client stakeholders
Education:

· Master of Business Administration w/ Concentration in Project Management, Colorado Technical University, Sioux Falls, SD

· Bachelor of Science in Project Management, Colorado Technical University, Sioux Falls, SD

Background and Expertise:

· 9 years of experience in various positions in IT Disaster Recovery and Continuity of Business

· 8 years of experience in Project Management related to IT Disaster Recovery and Continuity of Business

Industry Certifications:
· Project Management Institute – PMP (Project Management Professional)

· American Academy of Project Managers – MPM (Master Project Manager)

· CompTIA - Project+, A+, Network+ Certifications

· Microsoft - MCSE (Microsoft Certified Systems Engineer)

Sue Daniel

Title: Project Team Lead

Duties and Responsibilities:  

· Coordinate the design, development, maintenance, and exercising (testing) of disaster recovery plans

· Perform risk analysis to identify points of vulnerability and recommend disaster avoidance and reduction strategies
· Documentation of Recovery Support and Business Resumption procedures for assigned areas of specialization

Education:

· Bachelor of Science in Computer Science, South Dakota State University, Brookings, SD

Background and Expertise:

· 7 years of experience in various positions in IT Disaster Recovery and Continuity of Business

· 15 years of experience in IT supporting various functions as systems administrator and systems engineer.

Industry Certifications:

· CompTIA - A+, Network+, Server+ and Security+ Certifications

· Microsoft - MCITP (Certified IT Professional), MCSE (Microsoft Certified Systems Engineer)

Part III.B.4 - Contractor’s References

Client Name:  Alameda County IT Department

Contact Name:  John Smith

Contact Title:  Director of Finance

Address:  737 South Way Road


    Rio Rancho, NM 58493

Telephone: (505) 453-4543

Project Description:  Alameda County IT Disaster Recovery Plan
Develop and implement a disaster recovery plan to minimize business interruptions in the event of a disaster by restoring critical hardware and software systems, files and computer output services.
Client Name:  South Labs

Contact Name:  Suzanne Thompson

Contact Title:  Chief Technology Officer

Address:  888 North Platte Drive


    Bismarck, ND 38473

Telephone: (574)453-4345

Project Description:  South Labs 100% Continuity of Business Project
Develop and implement, and test a 100% uptime Continuity of Business Plan in a highly critical environment with multiple redundancies throughout the network in order to achieve a 100% first-tier uptime infrastructure.
Client Name:  Firestorm Technologies

Contact Name:  Frey Seidman

Contact Title:  Chief Technology Officer

Address:  883 East Drive


    Sioux Falls, SD 57104

Telephone: (605) 374-9484

Project Description:  Firestorm Technologies IT Disaster Recovery Plan
Develop and implement a disaster recovery plan to minimize business interruptions in the event of a disaster by restoring critical hardware and software systems, files and computer output services.
Part III.B.5 - Contractor’s Insurance

Carrier: Sure Thing Surety Company

Type: Umbrella
Liability: $25,000,000

Property: $25,000,000

Vehicle: $1,000,000

Workers Compensation: $25,000,000

Part III.B.6 - Contractor’s Litigation Status
Comprehensive Solutions has proudly never been involved in any litigation.
Part III.B.7 - Contractor’s Proposed IT Disaster Recovery Plan(s) for this Project

Introduction
This contingency management plan describes the methods and procedures to be used by The Waupaca County IT Department in order to safeguard and restore data center operations, in the event of a disaster. 

The body of this Utility data center recovery plan is presented in four sections:

I. Disaster Recovery Services—a summary of the recommended services necessary to implement this plan. The logistics of utilizing a contract for disaster recovery services to meet Utility requirements are addressed in this section. 

II. Utility Disaster Recovery Planning and Documentation—a review of internal disaster recovery plans and procedures. A potential contract with a service-provider can offer a means of replacing hardware in an emergency, but the Utility’s ability to recover from a disaster depends largely on the adequacy of internal procedures. The focus of this section is therefore the establishment of a baseline for the planning and documentation necessary to recover data center operations, in the event of a disaster. 

III. Utility Disaster Recovery in Context—a summary of how the Utility plan fits in the broader context of overall contingency planning throughout the Virginia Community College System. As a service organization responsible for the day-to-day operations of data centers that support all functional areas, Comprehensive Solutions might be expected to draft disaster recovery plans based, in part, on priorities identified by the colleges. However, prescribed deadlines require submission of this initial Utility Disaster Recovery Plan in advance of the functional area plans. Accordingly, this section addresses how the Utility plan may be modified, once the college plans have been reviewed. 

IV. Disaster Recovery Checklist—a high-level "play-script" that outlines the sequence of steps to be followed in implementing temporary operations and in restoring full normal operations after a disaster occurs. 

Of course, no disaster recovery plan is a static document, and even a final draft of this report represents only the starting point for the on-going maintenance necessary to keep any such plan current. To assist those who will be responsible for maintenance of the "living document" that a "final" disaster recovery plan traditionally becomes, the following section acknowledges and documents key sources consulted in the development of the four main sections outlined above.

Selected Sources and Acknowledgements
Besides the Disaster Prevention and Recovery Program and related Information Technology Models provided on Comprehensive Solutions home page, a number of additional references proved helpful in the research for and preparation of this draft plan.

The Disaster Recovery Journal provides free subscriptions, available both on-line (www.drj.com) and in printed versions. Several of their articles were particularly applicable to this undertaking:

Business Continuity Page for Beginners, Internet Disaster Recovery Plan, by Systems Support Inc.©1986, 1987, 1988

Business Interruption Risk Assessment: A Multi-Disciplinary Approach, by Marian H. Long ©1997

Disaster Recovery Planning Process, Part I of III, by Geoffrey H. Wold, DRJ Vol. 5, No. 1

Disaster Recovery Planning Process, Part II of III, by Geoffrey H. Wold, DRJ Vol. 5, No. 2 

Disaster Recovery Planning Process, Part III of III, by Geoffrey H. Wold, DRJ Vol. 5, No. 3

Legal Necessity, by Kevin P. Cronin, DRJ Vol. 6, No. 2

Risk Analysis Techniques, by Geoffrey H. Wold and Robert F. Shriver, DRJ Vol. 7, No. 3

Datapro Reports on Information Security, published by the well-known Datapro Information Services Group, provides an independent evaluation of many of the above-listed vendors and their service offerings. In addition, Datapro’s Computer Systems Series: Overviews contains Carl B. Jackson’s useful primer on "Business Continuity Planning: The Need and the Approach." Datapro’s web site (www.datapro.com) also provides links to their parent organization, the Gartner Group. (Many of the Datapro and other Gartner Advisory on-line services are accessible only to paid subscribers, however.)

SC Magazine, available on-line (www.infosecnews.com), provides additional pertinent information, including such review articles as:

On the Road to Recovery, by Sarah L. Cain (infosecnews.com/articles/9705/article3.html)

Certification: For Professionals Only, by David s. Bernstein (infosecnews.com/articles/9705/article4.html)

 

Within the time-frame devoted to preparation of this draft, it was not possible to explore all the interest groups devoted to contingency and disaster recovery planning. However, a few appear to deserve special mention as particularly appropriate potential sources of support for any personnel to whom security and/or disaster recovery duties may be assigned in the future:

Disaster Prevention and Recovery Alliance (www.dpra.net)

Business Recovery Association of Virginia, BRAV (based in Richmond; recommended by Barbara Vaughn, Department of Information Technology Disaster Recovery Planner, 804-371-5948, who referred membership inquiries to Clarence Elliott, 804-281-3621)

 

A number of VCCS and Comprehensive Solutions staff members contributed to the preparation of this initial draft, and their assistance is gratefully acknowledged:

Ruth Barton, Ed Halbert, Robert Ible, and Wayne Mitchell assisted with verification of the installed hardware and software listed in the Northern (NVCC) and Richmond (JSRCC) data center profiles. Robert Ible and Alfred Turner provided documentation of operational procedures. Avie Poff provided contract documentation. 

I. Disaster Recovery Services
Comprehensive Solutions currently operates two data centers. The center located at J. Sargeant Reynolds Community College (JSRCC) supports the IMS-based student information system for 22 Colleges, plus all VCCS library services (the NOTIS system). The center at Northern Virginia Community College (NVCC) supports the CICS-based SIS in use at NVCC, as well as the financial records system (FRS) used throughout Comprehensive Solutions.

While the IBM 9672-RB5 mainframe server installed at JSRCC theoretically has sufficient cycles to provide some back-up for NVCC operations, the peripheral devices (tape drives, in particular) and the facilities, themselves, would have to be upgraded before JSR could be considered a full back-up to the NVCC site. Similarly, while the NVCC facilities provide ample space and come equipped with UPS and diesel generator power back-up capabilities, the IBM 9221-200 processor and associated peripherals were sized to accommodate only the NVCC SIS operational needs, with modest recent expansion to add FRS processing. Considerable investment in additional hardware would be required, before the NVCC facility could back up the JSR site. 

It is possible, however, to acquire hardware back-up/replacement services for both sites. 

Such service is provided by Comprehensive Solutions for relatively modest fees ($1500 one-time initiation plus $300 per month subscription, for each site). Comprehensive Solutions guarantees emergency replacement of IBM (and/or DEC) equipment within one to five days after notification of a disaster. This equipment replacement service has been recognized as an alternative to hot/warm/cold site services (and is also sold as a value-added package by a number of hot and cold site providers). Other significant features of the service include:
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Flat pricing per customer site, regardless of number or type of IBM (or DEC) models/components
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No disaster declaration fees

[image: image6.png]



Maintenance and quarterly review of inventory listings (i.e., the customer’s installed base of equipment), with quarterly updates on potential replacement prices
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Option for the customer to lease or purchase equipment at the prices offered in the most recent quarterly update
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Subscription fees paid up to a year prior to a disaster declaration may be applied toward leases or purchases of equipment
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Guaranteed maximum 5-day deliveries are backed by monetary reimbursement penalties (i.e., payments to customers in amounts up to $250,000, for failure to perform)




It should be noted that Comprehensive Solutions can provide permanent as well as temporary replacement equipment in the event of a disaster, but their lease/purchase option does not require the customer to purchase or lease final replacement equipment from the firm. Hence, a contract with Comprehensive Solutions would satisfy immediate operational requirements, while leaving the customer free to engage in competitive (rather than more costly emergency) procurement of those replacements.

The Comprehensive Solutions offering is, however, strictly an equipment replacement service. The customer must provide the site (or alternate location) and the communications links, in the event of a disaster. While many customers use the Comprehensive Solutions offering to save the costs of full hot site implementations, they supplement the equipment replacement coverage with cold site service. Others use the Comprehensive Solutions offering as their sole, stand-alone disaster recovery program.

Given the current Comprehensive Solutions computing environment, a contract with Comprehensive Solutions would appear to be the most balanced, affordable means of achieving hardware back-up capability. Depending upon the nature of the disaster, the replacement equipment necessary to restore full operations would be delivered to the affected site within five days. In the event that the entire site was rendered unusable for an extended period of time, each location (NVCC and JSRCC) could be used as the alternate site to which the replacement equipment would be delivered. Connections to the wide area ATM network make such an approach a viable option, since communications links can be restored from either location. Even with two data centers in operation, the $7200 annual cost to maintain equipment replacement coverage would amount to less than the average monthly costs for hot site services.

It is therefore a recommendation of this report that Comprehensive Solutions enter into a contract with Comprehensive Solutions Resources Ltd.   Such a contract could be obtained either by soliciting competitively, or by justifying a non-competitive award to Comprehensive Solutions as the sole provider of guaranteed emergency replacement equipment. (Other equipment dealers can also sell replacement hardware, but none provides guaranteed delivery in any specific time frame. Emergency procurement procedures that rely on vendors’ "best effort" responses do not constitute a disaster recovery program.)

The balance of this disaster recovery plan is premised on the assumptions that such a contract will be obtained, and that equipment replacement coverage, together with reciprocal use of the JSRCC and NVCC locations, would constitute the basis for re-establishing operational facilities and functions after the occurrence of a major disaster at either Comprehensive Solutions Data Center. Once such a contract is established, a copy of the contract should be submitted, to be reviewed and updated quarterly for currency of installed equipment configurations and estimated lease/purchase values. Annual review of this entire plan could be conveniently timed to coincide with the third quarter review of the Comprehensive Solutions contract. Such a review cycle would allow for re-assessments of requirements and for contract and contingency plan revisions prior to contract renewal.

II. Utility Disaster Recovery Planning and Documentation
As the operational support arm for the Waupaca County’s two data centers, Comprehensive Solutions has primary responsibility for maintaining continuity of mainframe server-based data services. The scope of this portion of the Utility Disaster Recovery Plan therefore focuses on identifying the basic operations and procedures that must be documented, and the hardware and software that must be restored, in order to insure timely recovery from a disaster.

While this section outlines the elements that comprise the Utility’s disaster recovery plan, much of the actual documentation is housed in databases and reports provided in the form of a series of attachments. The body of this text can therefore be used as a template or outline that should require only occasional review and updates. The attachments, however, form the "living" portion of this document, and should be updated on a regular basis in order to maintain the currency of this plan. For instance, as organizational responsibilities change, as new systems are developed, or as older systems are modified, many of the attachments will need revision. In fact, the Utility organization, itself, has been evolving, and, at this writing, the consolidation from the five original data centers to the two present ones has just been achieved. Redistribution of duties and redefinition of position responsibilities are still taking shape. Hence, the details of some topics to be discussed are subject to change. Furthermore, given the ultimate VCCS objectives of acquiring and installing new student, administrative, and instructional information systems, it must be understood that operational procedures that are tied to specific systems may well be altered over time. All such transitions can be handled by periodically "refreshing" the pertinent areas of documentation to be identified in this section. Quarterly reviews and annual updates (timed to coincide with the Comprehensive Solutions contract cycle, as described in Section I) would be appropriate.

The narrative outline below defines the basic organizational and planning elements that need to be addressed.

A. Disaster Definition and Reaction 

B. For purposes of this discussion, a disaster is considered any incident or event that results in a major (multi-day) interruption of operations at one or more of Comprehensive Solutions data centers. For disruptions in service that affect only a portion of systems or operations at any one location, a subset of the full recovery procedures will likely be used to restore normal operations. A catastrophic disaster, however, would render the Colleges supported by the Utility incapable of conducting critical functions for an extended period of time. The impact of such a disruption would require that notification and periodic updates be circulated throughout the System, until normal operations were restored. The appropriate authorities, depending on the nature of the disaster (fire, flood, etc.), would also have to be contacted. Personnel at each Utility location, organized into emergency management teams, would coordinate the initial response to the disaster, assess the damage, and determine the extent to which all or part of the disaster recovery plan should be deployed. Designated team members would have responsibility for maintaining the necessary sequence of notifications to senior management, to users, to public emergency personnel, and to Utility contractors, as appropriate and as the need arises.   To insure preparedness for emergency responses, each designated staff, as well as senior managers, should maintain a copy of this contact list, as well as a copy of the full disaster recovery plan, at their residences. 

C. Preparation for Recovery 

Emergency management responses will be premised on the existence of certain back-up measures essential to temporary restoration of services:
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	Assurance of emergency equipment replacement (i.e., contract with Comprehensive Solutions, as outlined in Section I)
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	Availability of the alternate Utility site and ATM wide area connectivity. (This plan covers restoration of operations at either Utility data center, but it does not attempt to solve all the problems that would be presented, if a state-wide or regional catastrophe rendered multiple Utility and VCCS locations unavailable and/or inaccessible simultaneously.)
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	Documentation of hardware and software to be replaced and/or restored 
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	Preservation of system and data back-up tapes


The above four elements are the basic ingredients necessary to restore operations after destruction or loss of any major component or an entire site. (It must be assumed that personnel with the necessary skills and abilities are available and can communicate with and/or relocate to the alternate site at which temporary operations are to be established.) 

Additional preparatory actions include:
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	Contact equipment replacement provider (e.g., Comprehensive Solutions) to initiate declaration of disaster and delivery of hardware
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	Notify hardware maintenance providers of disaster condition and disposition of affected equipment
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	Notify software providers of disaster condition and imminent need for new software keys, as appropriate, upon identification of serial numbers of replacement equipment
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	Retrieve most recent back-up tapes and transport them to alternate location


A. Implementation of Temporary Operations 

Upon establishment of a "control center" (e.g., the computer facilities at the alternate back-up site and/or the nearest available offices or temporary work area), emergency management team members would initiate the steps necessary to reinstate operations from the new location. Ideally, the team would keep a disaster recovery log to aid in the preparation of status reports and to document the incident for historical purposes. Working from procedural and recovery checklists (copies of which should be maintained with the back-up tapes and with key copies of the disaster recovery plan), they would proceed to:
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	Assemble and verify availability of all necessary hardware, software, and resources at the back-up site
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	Install and test systems and applications software
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	Arrange for and test/verify full recovery of communications capabilities
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	Determine starting point for recovered operations
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establish latest back-up files to be restored 
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establish priority sequence for restoring most critical applications
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revise production schedules
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alert the user community to status and potential gaps in data and/or changes in procedures (i.e., need to re-enter lost data or resubmit requests/reports, etc.)
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	Restore operations and begin processing (with most critical applications, first)
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	Monitor and verify restoration is complete and data integrity and continuity have been re-established
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	Resume full processing schedule


Of course, these steps can only be realized if all basic/normal testing and production procedures have been well documented and if the "most critical applications" have been defined in advance. At each of the Utility Data Centers, notebooks, reference files, or other documentation of such procedures, from IPL through production cycles, have historically been maintained by the systems engineering and/or operations staff. For the Northern Center, a copy of this documentation (current as of February 1998) has also been placed in vault storage and is kept at the homes of key operations staff. For the Richmond Center, it is recognized that recent activities (center consolidations and upcoming software conversions from MVS/ESA to OS/390 and from ACF2 to RACF) are translating into operational changes that are not yet fully documented. In recognition of this state of transition, it is reasonable to expect that it may take some months yet, before revised procedures will be fully documented. A target date of July 1998 has been established for the above-mentioned systems software upgrades. Engineering and operations staff at the Richmond site will therefore be revising the documentation for the JSRCC location during the summer of 1998. College input necessary to define the "most critical applications" has not yet been provided, as of this writing. When and if such external definition of priority sequences is made available, it can be added to Section IV. In the absence of external directives, the priority sequences would be internally defined by the normal processing cycles (i.e., by the typical production requirements associated with the time within the academic/fiscal year at which the disaster occurs).

A. Restoration of Normal Operations 

Once the back-up facility is functioning on a full production schedule, attention would return to the permanent data center. Initial assessments of damage would be refined, and reconstruction plans developed. If major facilities/site damage had been incurred, the full reconstruction plans would extend well beyond Utility Data Center operations and staff. However, once the time schedule for facilities reconstruction were known, at least approximately, plans could be made for permanent replacement equipment. Unless arrangements had been made to continue long-term lease (or purchase) of the temporary replacement equipment, this undertaking would entail issuance of a competitive solicitation for the replacement hardware. Award/delivery would have to be timed to coincide with availability of a reconstructed data center. With the permanent center restored, operations are transferred from the temporary facility by following the same sequence of steps as were used to set up the back-up site. The re-establishment of normal operations should proceed under far less duress than the establishment of emergency operations, and the logs kept during disaster recovery should help highlight and troubleshoot/resolve any problems that may have arisen during earlier system transfers.

In Section IV, the sequence of steps described above is presented in the form of a disaster recovery checklist or "play-script." 

III. Utility Disaster Recovery in Context
The preceding section mentioned that restoration of temporary operations would begin with the most critical operations first. As of this writing, no priority listing has been established for the multiple applications and systems supported by the Utility Data Centers. The disaster recovery plans to be submitted by the functional areas may provide additional clarification and guidance in this regard. Once those plans are available, it may be possible to combine them with this Utility plan to develop a comprehensive approach to total VCCS recovery strategies. 

In the meantime, in the absence of specified and mutually agreed-upon priorities, there was no alternative other than to draft the foregoing hardware recovery and Utility contingency plans on the assumption that all services were to be recovered on an equal basis. Rather than attempting to establish some percentage of the most critical operations and sizing the capacity of temporary facilities, replacement equipment, and other recovery resources accordingly, this Utility recovery plan assumes that 100% of capacity would have to be recovered as soon as possible after a catastrophic disaster.

Optimum recovery speed would, of course, be achieved with a fully implemented hot site solution. Such an approach, particularly for a 100% capacity recovery, would have been the most costly of all approaches. The Comprehensive Solutions solution was proposed, because it provides the most affordable means of obtaining disaster recovery services, but the solution is not as immediate as a hot site service. The trade-off between these alternatives is a standard one, between time and money. When the Comprehensive Solutions equipment replacement coverage is guaranteed within one to five days, it must be recognized that those one to five days translate into an interval during which the affected Utility data center would be unable to provide normal levels of support services. Even upon delivery of replacement equipment, there would be a set-up and testing period, before temporary operations could resume. Since the Utility can afford to acquire hardware replacement coverage, but no more elaborate disaster recovery (i.e., hot site) services, the Colleges should plan to operate for up to a week without normal levels of Utility data services, in the event of a catastrophic disaster at a Utility data center. The recovery checklist provided in Section IV indicates how the restoration of partial interim service would be approached, in order to optimize performance during such a situation. 

If the Colleges set priorities that can be translated into less than a 100% capacity recovery requirement, it may be possible to develop a refined recovery hardware configuration and a more detailed applications recovery program. It is unlikely that such refinements would render a hot site solution affordable, but the temporary lease costs for replacement hardware would be lowered, and the applications recovery could be achieved more rapidly. 

It is also possible, with an upgrade of the tape drives at the Richmond data center, plus some additional capacity and system tuning analysis (currently underway), to develop a plan for the JSR site to act as a temporary back-up for the Northern site. Such an approach would require a one-time investment of about $100,000 (to replace the six IBM 3480 tape drives at JSR with three IBM 3490-C22 tape drives. The former are older model drives that cannot read the tapes produced at the NVCC site. The more modern and efficient 3490 drives would significantly improve tape handling at the Richmond site, in addition to resolving the current incompatibility and back-up dilemmas.)

If an internal solution for the Northern center could be achieved, it would be necessary to contract for equipment replacement/disaster recovery services solely for the Richmond center. In that case the costs for Comprehensive Solutions’s services would be halved (with reductions from $3000 in initial subscription fees to just $1500 for the one site, and from $7200 to $3600 annually in recurring charges). 

IV. Disaster Recovery Checklist
Notify disaster planning/disaster recovery coordinator

Upon occurrence of any disaster that causes interruption of service at either Utility data center, contact Vincent J. Pizzurro. He is currently acting as primary disaster recovery coordinator for both sites. In the event he is unavailable, James Davis and Ruth Barton shall act as secondary, back-up contacts/coordinators.

Assess nature and impact of emergency

Within the first 2 hours after notification, the disaster recovery coordinator will:
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assess damage

[image: image32.png]



notify senior management
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make decisions on immediate course of actions (determine if recovery is feasible in place, at the affected location, or if the alternate site must be mobilized as the back-up)
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notify engineering and operations response team leaders (currently Ed Halbert and Ruth Barton for Northern and Wayne Mitchell and Robert Ible for Richmond centers, respectively)
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give formal notification to Comprehensive Solutions, to declare a disaster and initiate replacement equipment shipment (to the affected site, if possible, or the alternate site, as circumstances dictate)




Follow through on notifications

Within 4 hours, the disaster recovery coordinator will:
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contact the Customer Support Services manager (currently Harry Sellers) with the information necessary to provide an initial status report to customer service liaisons and users, in general
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contact IBM field engineering to alert them to the situation and the anticipated schedule for equipment replacement
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contact off-site storage provider (as needed)
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confer with operations team(s) to schedule duties for obtaining/recovering backup tapes and associated data/documentation
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confer with engineering team(s) to coordinate site readiness for connection of replacement equipment and rerouting of telecommunications links, as needed




Complete recovery preparations

Within 8 hours, the disaster recovery coordinator will:
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provide senior management with an updated assessment, including estimated recovery schedule
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arrange for emergency funding, if required to cover travel or any other extra expenses necessary to deal with the situation
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contact software providers to alert them to anticipated interim operations requirements, need for emergency software keys, etc.
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The operations team(s) will be proceeding with retrieval/recovery of back-up tapes.

[image: image50.png]



The engineering team(s) will be coordinating restoration at the affected or alternate site, as appropriate.
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Both teams will initiate their portions of recovery logs.




Establish a basis for interim operations

Within 36 hours, if replacement equipment is not yet available, the disaster recovery coordinator, in concert with operations and engineering team captains will:
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initiate an alternate production schedule to share the resources of the remaining site to support operational requirements for both sites
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test and verify communications capabilities




Within 48 hours:
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the disaster recovery coordinator will provide updates to senior management and to the CSC
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notification of alternate/interim processing schedules will be issued through the CSC




Re-establish a full processing schedule

Upon delivery of replacement equipment (within 5 days after the disaster occurs), operations and engineering teams will:
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install and test all applications software on replacement hardware
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restore data on replacement equipment
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monitor restored operations to verify continuity, data integrity, etc.
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resume full processing schedules




Within 5 to 7 days, the disaster recovery coordinator will:
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provide updates to senior management and to the CSC
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announce (through the CSC) the resumption of full processing schedules
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conclude the disaster recovery logs documenting restoration of operations




Restore normal operations

If the above steps resulted in restoration of operations at the affected site:
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re-assess status of equipment ( necessity of bidding permanent replacement equipment, while continuing Comprehensive Solutions lease, etc.)
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re-assess any other physical/facilities requirements before considering restoration complete
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confirm status of hardware/software with vendors/service-providers




If the above steps resulted in restoration of operations at the alternate site:
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work with facilities and other groups to restore original site
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work with procurement and other groups to purchase permanent replacement equipment
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install permanent replacement hardware
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transport back-up tapes to restored site
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re-install all operating systems, applications software, data, etc.
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test and verify all systems are operational
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re-route and test communications to restored site
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announce restoration and re-scheduling of operations from restored site
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resume all restored/normal operations




Part III.B.8 - Contractor’s Proposed Plan Development Schedule
June 30th – IT Inventory, Functionality, and DRP Analysis Completed

August 20th – Operational Priorities, Levels of Response, and Notification Procedures Completed

October 20th – Table-top IT DRP Exercise

November 30th – First DRP Exercise for IT

December 10th – Finalize all procedures and documentation

December 15th – Stakeholder sign-off and 100% implementation


Part III.B.9 - Contractor’s Cost Proposal
Proposal Price: $60,152.00

Cost structure: Time & Material

�SCORE 100 OF 100


EXCELENT WORK—YOU’D GET THE JOB!!  (


See comments throughout.


�Transmittal Letter = EXCELLENT!!


�Excellent.  Makes it easy for the evaluator to see what is here and where.


�Always sign the Letter of Transmittal.  Also always sign the RFP response- even if ther isn’t a place for a signature.  This leaves no doubt that there is a valid “offer”.


�Headings that reflect RFP sections are excellent.  They tell the reader what is being responded to.  (


�Good.  This sets a “framework” but is not so detailed as to be difficult to achieve.  Good presentation.
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